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Gone is the luxury of sending network engineers to physically visit a site 

to troubleshoot performance issues. Today’s geographically distributed 

companies and distributed applications require a 24x7 proactive approach 

to measuring and monitoring application performance. This paper defines 

Application Response Time (ART), presents factors to consider when 

troubleshooting the performance of distributed applications, and identifies 

“must have” criteria for distributed application analysis solutions.
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Introduction
Distributed networks, which include pretty much any corporate network today, require distributed analysis, the 
collection of network data across multiple key points in the network, 24/7. These networks typically run multiple 
applications, from single-tier, locally-hosted applications like e-mail, to multi-tier web-based applications, or even

time-sensitive, multi-hop applications like VoIP. While application traffic has historically resided within the Data Center, 
SaaS and cloud computing are driving application traffic outside of the traditional enterprise network, making network 
latency even more of an issue.

This model is in stark contrast with the portable analysis approach where you capture data only after a problem has 
been reported, and do so by moving around to different points in the network with a laptop or other mobile device 
running network analysis software. With today’s high speed and highly distributed networks, this approach is often too 
little too late, though it does remain a viable option in some smaller wireless LAN (WLAN) infrastructures.

Keeping up the performance of your applications is essential to your business, and understanding how to monitor 
network and transaction performance, the two basic components of application performance, will help you keep your 
users happy and your network healthy. Pinpointing and correcting slowdowns is therefore a necessity, and can be a 
real challenge.

To pinpoint what is responsible for the latency creating poor application performance — the network or the application 
itself — you need to measure and monitor application response time (ART). This white paper defines ART and presents 
factors to consider when troubleshooting the performance of distributed applications.

Defining Application Response Time
Networks are like driving down the highway: every driver is different when it comes to the speed at which they feel 
comfortable driving. Weather conditions, mood, or simply time of day can cause the driver to adjust their speed.  
The same is true with applications and the time users are willing to wait for them to respond. Some users don’t mind  
a long wait time to download a report, but they will feel frustrated when a usually instantaneous application is taking 
more than a few seconds to respond.

Ensuring that your network and applications are performing optimally is essential for your business. Application 
performance relates to the time it takes an application to respond to a specific user request, measured from the user’s 
perspective, through either the network and/or the web services infrastructure. ART is really about user experience, and 
although each user may have a different impression of acceptable performance, the ways in which to properly measure 
overall performance are well established.

Latency

First, we must distinguish between the two basic types of latency — network and application latency. Network latency  
is the amount of time it takes for an application request or transaction to travel from the client to the server and back 
over the network, sometimes referred to as the round trip transaction time. Application latency is the amount of time 
needed for the application on the server to process the request and send a response containing real data.

Clearly measuring network latency vs. application latency is the proof the network engineer needs. Latency monitoring 
can help correlate areas of latency with other relevant statistics, as well as the actual network traffic occurring at that 
time. This type of high-resolution forensic analysis can help to detect latency problems at the highest level and drill 
down quickly for closer inspection.

Packet-level monitoring is ideal for accumulating evidence. By visually inspecting a packet-level conversation between  
a client and a poorly performing application, one can see whether the network (or a network device) is the source of the 
delay, or if the bottleneck is the application. This is done by comparing the responsiveness of the TCP ACK to a client 
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request versus the application response in the TCP payload. Quite often the server’s network stack acknowledges 
the client request quickly (within milliseconds), while the application may take tenths of seconds or even seconds to 
respond with payload data. When you see this, you know it’s the application causing the problem. Conversely, if the 
application is fast, the payload may be included in the initial ACK, implying that the latency is coming from the network. 

Ideally, network latency and application latency measurements can be graphed together over time. Comparing the 
measurements and seeing the differences can provide information that might have otherwise been overlooked, and aid 
in identifying transient application problems. 

Calculating and Measuring Application Response Time
Application performance depends heavily on network performance, so if your network is not performing correctly, then 
your users will experience problems with their applications. If an application is not performing properly, users typically 
blame the network as the culprit for the issue. If a problem arises and users become frustrated with the performance of 
an application, which is really the only perspective that an end-user has, the first step is figuring out what is causing the 
problem: the network or the application.

Possible Issues on the Network 

Possible Issues with the Application
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ART is broken down by Peter Sevcik and Rebecca Wetzel of NetForecast into two key components:

•	 The network response time (NRT), which addresses just the network latency, or the time it takes data (a packet 
or set of packets) to traverse the network from the end user to the network location of the application processing 
hardware (virtual or otherwise) and back

•	 The transaction response time (TRT), which addresses the processing time required by all application processes.

The following sections break down each of these components further leveraging the work of NetForecast.

Network Response Time

The Network Response Time (NRT) is the time between a user’s action and the network’s response to that action. 
Be aware that this component is dynamic, never a constant, as a number of elements factor into it, including the 
payload size, overall network bandwidth available to the user/application, the maximum transmission unit (MTU) along 
the data path, and the round trip response time (RTT) — the time it takes data packets to simply traverse the network 
including any switching or routing latencies.

Network Response Time (NRT) is approximately 
(Payload/Bandwidth) + [AppTurns*RTT]

where
•	 Payload: Information content in bytes
•	 Bandwidth: Minimal link speed between client and server
•	 AppTurns: Number of interactions needed between the client and the server to provide a response to the user
•	 Round Trip Response Time (RTT): Propagation time for data between the client and the server

As this equation shows, though many aspects of network response time are within a network engineer’s control, 
some aspects are still application dependent, including the overall payload sizes and the number of application turns. 
AppTurns are especially worrisome, as each turn incrementally adds the RTT to the total NRT delay, possibly making 
the network look slow even though it’s really poor application design. A common example of an AppTurn violator is 
client-side filtering, where the server returns the entire dataset to the client for every query, saving server resources at 
the expense of the client and the network!

Network bandwidth includes not only link speeds, but also factors such as congestion and MTU.  A crowded link can 
cause resource contention and packet queuing, adding latency to an otherwise fast connection. Extreme cases may 
result in dropped packets, requiring retransmissions, which add network latency that appears similar to the

amount from an AppTurn. Dropped packets are easy to spot with session-oriented protocols like TCP, because there 
will be oddities in the sequence numbers. Only slightly less worrisome are fragmented packets, in which a packet larger 
than the MTU on a link is broken into multiple packets. The number of packets goes up, and the apparent bandwidth 
goes down.  While fragmentation used to be caused by low MTU settings on WAN links, the typical

cause today is unaccounted overhead on tunneling protocols, like IPSec. For efficiency, packets are tuned to be as 
large as possible, so adding another header will make the packet too big for the wire, ironically causing inefficiency. 
Fragments are also easy to see, because a large packet will be followed immediately by a small packet. IP also includes 
header flags to indicate that fragmenting happened. Since both of these effects artificially lower bandwidth, it’s good 
that they’re easy to spot.

When troubleshooting network response time, remember that there are other connection elements besides just the 
client and the server. With proxy servers, the TCP connection is from client to proxy, and from proxy to server, not 
end-to-end. In multi-tier application environments, you must also remember to calculate the network latency between 
each tier. Also, be sure to check DNS response time as that is a common source of performance issues, especially in 
web-based applications.  DNS issues often appear to users as a long wait only the first time they access the server. A 
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packet-level analysis will be very clear if the delay is coming from the DNS lookup, as the DNS connection will have a 
long response time, but the actual server connection will not.  However, it’s easy to accidentally exclude DNS from a 
packet capture if the capture filters don’t include the DNS server address.

Transaction Response Time

The Transaction Response Time (TRT) is the amount of time the application must spend processing a request 
before it returns some sort of response on the network, data or otherwise.

Transaction Response Time (TRT) is approximately 
Server Response Time (SRT) + Client Response Time (CRT)

where

•	 Server Response Time (SRT): Processing time required by the server

•	 Client Response Time (CRT): Processing time required by the client 

When troubleshooting transaction response time, there are various factors to consider. On the server side, SRT is 
impacted by:

•	 Server Latency: Time for the server to process a request. This latency is dependent upon memory, disk system, 
CPU, and usage.

•	 Application Latency: Time for the application itself to process the request. This latency is mostly software design 
dependent.

•	 Back End Latency: If there are multiple tiers in the design, like middleware or a database, this latency is affected by 
the database design, fragmentation, indexing, etc.

On the client side, browser/workstation latency is typically the biggest contributor.
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Within the TRT, the server response time (SRT) is usually the dominant element, but client response time (CRT) can also 
be a significant factor if the application relies significantly on client-side processing (such as Flash or Java applets).

Protocol Suitability

Independent of both NRT and TRT is protocol suitability to the application. A lot of network applications, especially 
those designed and used “in-house,” are built with high-level toolkits and APIs which hide the underlying details from 
the developer. This layer of abstraction can hide classic problems from the developer, like packet fragmentation: “large” 
packets may be efficient in a small test LAN, but can be split into 2 packets due to encapsulation (like MPLS or IPSec) 
in deployment. Rapid release schedules leave little time for testing and tuning in the real world environment, leading to 
“it worked in the lab!” conversations.

Understanding Available Network Analysis Architectures
Nobody’s network is the same, and the topology depends on many factors, but most networks have similar 
characteristics which can be used to help you plan for a holistic solution that will best monitor and analyze your entire 
distributed environment.

As the above definitions clearly identify, we really need to see an overall application “in action” — packet by packet — to 
truly understand the overall response and the individual contributions from the network and the transactional elements 
of the application. Packet-level network analysis is the best way to get the data you need. Packet analysis can display 
data flow by flow, making it very easy to isolate the communication between a single user and a single application. By 
doing this you are able to organize your analysis into separate flows to see where potential issues are and address the 
issue of network vs. application.

To collect relevant data, you need to decide where to monitor. It is common to start by capturing at a single point, and 
choose between server- or client-side monitoring. Client-side monitoring is great to get the most accurate picture of what 
the client sees, but the latency measurements will include both the Server Response and the Network Response, which 
obscures the information about where the problem is if there’s not an obvious gap between ACK and data in the server 
responses. It also requires monitoring equipment at all client sites, even remote sites, which can drive up the cost.

Most enterprises employ server-side monitoring, which can be less expensive and better able to assess server 
response time, but it hides the Network Response, making measurements to differentiate individual client locations 
more difficult.

The most useful data comes from networking monitoring on both the client and the server. Measuring at the server 
provides Server Response time. Measuring at the client includes both Server and Network response times.

Benefits of Employing Distributed, 24x7 Solutions

Ongoing monitoring can provide insight into network performance on key interfaces, and can alert you when  
conditions begin to decline. Before you can tell if network and transaction latency are snowballing, you must have  
an understanding of what normal means for your network.

Benchmarking your application response time provides you with details of how your applications regularly perform.  
For example, let’s look at the example of a web-hosted CRM application. If you run periodic checks in the background 
to the application host, it can provide an ongoing baseline of the performance of the network between users and the 
host. If the baseline increases, alarms are used to notify that the network latency is becoming an issue.

When you are establishing an application benchmark, pay close attention to both network and transaction latencies 
and assess whether or not they appear across a wide range of users (especially in different locations) and/or a wide 
range of applications. During your analysis, you’re looking for primary events — anything related to “slow.” Depending 
on the events you see, you’ll know who is at fault. For example, HTTP slow response time, Oracle slow response 
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time, or inefficient client are typical application events. Whereas, TCP slow segment recovery, retransmissions, 
fragmentation, slow acknowledgements, or low throughput, are typical network events.

 
 
Latency monitoring can help correlate areas of latency with other relevant statistics, as well as the actual network traffic 
occurring at that time. This type of high-resolution forensic analysis can help to detect latency problems at the highest 
level and drill down quickly for a closer look.

Latency monitors can also include a feature that sets thresholds on latency, so alarms will go off when normal 
conditions are exceeded. You can be made aware of excessive latency before application performance becomes   
a widespread issue, allowing you to make necessary adjustments to the network proactively. This type of proactive 
latency monitoring allows you to detect and correct problems in the network and applications before users even  
notice a slowdown.

After receiving that first notification, and before diving into packet analysis head first, enterprise-grade network analysis 
solutions also typically include some level of “expert” analysis, or background analysis that indicates possible sources 
of performance issues, like slow server response time or too many packet retransmissions. Expert analysis can often 
guide you to the exact cause of the problem with just a few mouse clicks.

Importance of Application Response Time Assessment in Cloud Computing

What’s missing in most cloud computing discussions is how cloud computing affects the monitoring and management 
of your network. From a network perspective, whether your server is located in your data center or in the cloud, the only 
thing that’s changed is that the blame has shifted; you still need to monitor and analyze your network traffic Additionally, 
when you discover problems occurring on the application side, you’ll now have to deal with multiple external vendors.

Remember that shifting application servers to another location does not always make the most sense, and before you 
make the shift, keep latency in mind. Latency typically increases when you move to the cloud because the distance to 
application and data servers can increase greatly, along with the number of hops for data packets. And with the move 
to the cloud, you lose control in improving latency.

https://www.savvius.com


W H I T E  PA P E R   |   Ending The Blame Game: Troubleshooting Distributed Application Performance

9   |   W W W . S A V V I U S . C O M

Once your applications are in the cloud, monitoring and analyzing your network will help you compare against 
performance claims from cloud vendors. You can verify whether your cloud vendor is living up to their service level 
agreements, and act as a sort of ‘watchdog’ if they are not. You’ll be shifting from managing your own infrastructure to 
managing service availability and performance.

Conclusion
Geographically distributed companies can no longer deal with network issues “the old-fashioned” way — sending 
network engineers to physically visit a site with dedicated test hardware, generating data that can only be analyzed 
locally. This is too expensive, far too time consuming, and functionally limits the analysis capability to a single individual.

Organizations of all sizes are geographically distributed today. They require a distributed network management and 
analysis solutions that can seamlessly extend to remote locations so network administrators can monitor, analyze, and 
troubleshoot their entire network without having to leave their office.

No matter what solution you select for analyzing how new and existing applications behave on a network, it must meet 
the following criteria:

1.	 Provide detailed information through all seven layers of the OSI model.

2.	Enable collection of key network data, throughout the entire infrastructure extending to remote locations, over 
meaningful time cycles (like a week) to develop high quality network baseline data.

3.	Quickly identify if the network is being stressed and where.

4.	Offer “What If” capabilities for analyzing the impact of new developments and implementations.

https://www.savvius.com


W H I T E  PA P E R   |   Ending The Blame Game: Troubleshooting Distributed Application Performance

1 0   |   W W W . S A V V I U S . C O M

Savvius Solutions
Savvius solutions combine real-time analysis, seamless packet capture, and sophisticated, easy-to-use software for 
monitoring networks, uncovering the root cause of performance issues, and enabling deep understanding of security 
incidents. Savvius solutions match requirements ranging from the largest central datacenters to far-flung offices in 
distributed organizations. 

WiFi

 
Savvius Omnipliance WiFi is the only WLAN analysis 
solution that enables network engineers to monitor, 
analyze, store, and troubleshoot multi-Gigabit speed 
802.11ac traffic. Learn more.

Network Analysis 

 
Savvius Omnipeek delivers visual packet intelligence based 
on sophisticated deep-packet analysis. Customizable work 
flows and visualization across multiple network segments 
drive faster mean time to resolution of network and security 
issues. Learn more.

Remote Locations

 
Designed for deployment in a variety of distributed office 
and retail environments, Savvius Insight and Insight Plus 
are compact, fanless, ELK-compatible mini-appliances 
that provide all the benefits of Savvius’ enterprise-grade 
datacenter solutions. Learn more.

Long-term Packet Storage

 
Savvius Vigil automates the selective packet capture of 
network traffic needed for network forensics and security 
investigations. Learn more.

Capture and Analysis Appliances 

Savvius Omnipliance and Omnipliance Ultra (Includes 
Spotlight technology) deliver powerful, precise, and 
affordable packet capture and analytic solutions for  
1G, 10G, and 40G networks. Learn more.

Network Monitoring 

 
Savvius Spotlight is a new technology that provides 
actionable network visibility for performance monitoring and 
troubleshooting in real time at over 20 Gbps. Learn more.

https://www.savvius.com
https://www.savvius.com/product/omnipliance-wifi/
https://www.savvius.com/product/omnipeek/
https://www.savvius.com/product/insight/
https://www.savvius.com/product/vigil/
https://www.savvius.com/product/omnipliance-ultra/
https://www.savvius.com/product/savvius-spotlight-appliance/
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Savvius Distributed Network Diagram 

More Resources
You’ll find the latest information on industry trends, best practices, and Savvius products here:  
https://www.savvius.com/resources

About Savvius, Inc.
Savvius sets the standard for actionable network visibility with software and appliance offerings relied on by  
leading enterprises around the globe. Trusted by network professionals at over 6,000 companies in 60 countries, 
Savvius solutions provide unparalleled insight into network performance with real-time analysis and seamless packet 
capture. Visit https://www.savvius.com to learn more about Savvius Omnipliance®, Savvius Omnipliance Ultra™, 
Savvius Spotlight™ Appliance, Savvius Omnipeek®, Savvius Vigil™, and Savvius Insight™, and to leverage Savvius 
technology and channel partners. Follow us on Twitter, Facebook, and LinkedIn.
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